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Overview:

This brief has been prepared at the request of the Rhode Island Portal Review Committee.  The goal of the document is to offer an overview of machine translation (MT) and how it is being utilized within local state government websites.  

Summary:

While experts in the field agree that government information on the Internet should be totally accessible to our diverse culture, unsupervised MT is only part of the answer.  While MT can provide a low cost accessibility feature to web-based information the technology is still too technically unsophisticated to achieve satisfactory accuracy levels for sensitive or vital information.  

That being said, many government sites, including those on the federal level, are using MT as an integrated part of their portals.  The general consensus is that a mix of MT, computer aided, and direct translation of content is mandatory to reach as many citizens as possible.

While specific and statistical information could not be located, it seems that the rule of thumb is to use MT for general information, computer-aided translation to accommodate large bodies of documentation and human translation for sensitive instruction and context sensitive information.

Utilizing all three technologies helps balance the costs of accessibility while not sacrificing the quality of the information so important to constituents.

About Machine Translation 

(From http://www.alarmsbc.com/sysfaq.htm)

Machine Translation is the process that utilizes computer software to translate text from one natural language into another. This definition accounts for the grammatical structure of each language and uses rules and assumptions to transfer the grammatical structure of the source language (text to be translated) into the target language (translated text).

An excellent paper on the history and technology of MT can be found here: http://www.essex.ac.uk/linguistics/clmt/MTbook/
How MT Works

(From: http://en2.wikipedia.org/wiki/Machine_translation)

Translation is anything but simple. It's not a mere substitution for each word, but being able to know "all of the words" in a given sentence or phrase and how one may influence the other. Human languages consist of morphology (the way words are built up from small meaning-bearing units), syntax (sentence structure), and semantics (meaning). Even simple texts can be filled with ambiguities. 

It is often argued that the problem of machine translation requires the problem of natural language understanding to be solved first. However, a number of heuristic methods of machine translation work surprisingly well, including: 

· Lexical lookup methods 

· Grammar based methods 

· Semantics based methods (Knowledge-based machine translation) 

· Statistical methods 

· Example based methods 

In general terms, rule-based methods (the first three) will parse a text, usually creating an intermediary, symbolic representation, from which it then generates text in the target language. This approach requires extensive lexicons with morphologic, syntactic, and semantic information, and large sets of rules. 

Statistical-based methods (the last two) eschew manual lexicon building and rule-writing and instead try to generate translations based on bilingual text corpora, such as the Canadian Hansard corpus, the English-French record of the Canadian parliament. Where such corpora are available, impressive results can be achieved translating texts of a similar kind, but such corpora are still very rare. 

Given enough data, most MT programs work well enough for a native speaker of one language to get the approximate meaning of what is written by the other native speaker. The difficulty is getting enough data of the right kind to support the particular method. The large multilingual corpus of data needed for statistical methods to work isn't necessary for the grammar-based methods, for example. But then, the grammar methods need a skilled linguist to carefully design the grammar that they use. 

How Accurate is MT?

(From http://www.gii.co.jp/english/ab10693_language_translation_toc.html)

According to Gartner (T-08-6851, T-300-203), machine translation tools have a 60% - 80% accuracy rate depending upon the type of document being translated.  Because of the difficulties in translation due to ambiguity, word order, sentence context, etc., machine translation effectiveness is limited to certain situations but not in situations requiring a high degree of accuracy or using informal text.  

The Bar-Hiller Paradox

(From: http://www.lissus.com/resources/machine_translation.htm)

The reasons for this failure have been described many times, and come down to the fact that the analysis by humans of messages in natural language relies to some extent on information which is not present in the words which make up the message. This led the linguist Yehoshua Bar-Hillel to declare that MT was impossible. The example which he provided has since become a classic, and is now called the Bar-Hillel paradox:

The pen is in the box. [i.e. the writing instrument is in the container] 

The box is in the pen. [i.e. the container is in the playpen or the pigpen]

The Need for MT On Government websites

Achieving E-Government for All: Highlights from a National Survey 
Working Document Prepared by: 
Darrell M. West
Director, Taubman Center for Public Policy, Brown University 

Commissioned by the Benton Foundation and the New York State Forum of the Rockefeller Institute of Government
Published October 22, 2003
Some people who visit government websites do not speak or read English or speak/read it poorly -- over 25 million people in the U.S., for example, prefer to speak a language other than English at home. To see how well agencies serve non-English speakers, we tabulated the extent to which sites provide bilingual content access, either through translation of relevant information or by incorporating translation software that would allow people to undertake their own translation.
Our results indicate that governments in the United States are making slow progress in providing foreign-language accessibility. In 2003, 40 percent of federal sites, 12 percent of state sites and 16 percent of city sites offered some type of foreign-language translation. These numbers are up from previous years for state and federal sites. In 2000, only four percent of these sites featured foreign-language translation. This rose to six percent in 2001, seven percent in 2002 and 13 percent in 2003. 
It is especially perplexing why more progress has not been made in this area. Providing access to languages other than English does not require a high-tech solution. It could be as simple as adding links to free document translation tools, such as Babel Fish or Systran, along with instructions so that users can obtain their own translations. While these tools are hardly a panacea for content translation, they are certainly better than nothing. Of course, it could become costly for agencies to translate entire websites, but there is content on many websites that must be made available in non-English languages. It is up to agencies to identify these essential documents and services and prioritize their translation among other agency commitments. This should be a priority for government officials. This issue is related to the readability issue, since documents will be easier to translate if they are written with readability principles in mind.
Where Do State Government stand on the accuracy of MT?

While no official statistics could be located, MT has made a strong foothold on state and municipal websites.  The following new release from MT software vendor WorldLingo outlines such a use:

From (http://www.worldlingo.com/resources/lingo_news_07.html)

Surveys by the US Department of Health reveal that over 37 million Americans do not speak English at home. With independent research showing that communication in a person's native language improves comprehension levels by up to 400%, language is becoming an important issue for governments at all levels.

Different parts of government have addressed multilingual communication in different ways. From translation by professional translators to computerized translation developed through decades of research. But which is the right way?

"You really need to look at the purpose of the communication and its likely lifetime," says Tanja Hill, co-founder of WorldLingo. "If it is an informational booklet that will remain current for several years and have a large distribution, there is no question professional translation by qualified translators is the way to go. But for chat or a short email that will only ever be read by a couple of people then some sort of automated solution with a human translation back up is a better choice."

Local governments within America, like the City of Dayton, the Develcity of Richmond, Rochester, and Milwaukee have responded to the ethnic diversity and high Internet use of their local residents, by placing a WorldLingo Instant Web Site Translator (IWT) on their site.

With one click of the mouse, the IWT allows web users to translate the site from English into a choice of nine languages. Being an automated translation, the result is not 100% accurate, but it gives the visitors the general idea.

"Another cost effective solution is to professionally translate the website's main pages and other key pieces of information. Then automated translation can be used for the rest of the site." 

The fact that 64% of the American adult populations are online (Harris Interactive 2001), convinced the City of Dayton in Ohio of the need to provide web content in several languages. The Ohio Government chose the less expensive option of using a WorldLingo Instant Website Translator.

Disclaimers

The following, from https://www.doi.state.sc.us/Eng/Public/Static/disclaimer.asp is an excellent example of the types of disclaimers on government websites that utilize MT:

In an effort to better serve our website visitors, the Department of Insurance has implemented an automated language translation capability that allows visitors to perform real-time translation of many of the pages on our site. It is important to note that this is "machine translation" only and no human translation is being performed at this time. The translation is being performed by www.freetranslation.com. Department of Insurance forms will remain in English for now. 

Accordingly, the machine translation may not be accurate. You may have to do your own independent translation of the information to ensure its accuracy. However, since this method has been widely adopted on the Internet, we determined that this translation is the best short-term solution that we can provide for our visitors.

The Department of Insurance is providing language translation with the understanding that machine translated documents may contain inaccuracies due to the translation process. The Department of Insurance is not responsible for the reliability or accuracy of translated documents.

Best Practices:

(From http://spanish.about.com/library/weekly/aa111698.htm)

If you use translating software, here are some hints for helping it do a good job, adapted from advice offered by the now-defunct Globalink translation service: 

· Use concise, direct language. 

· Do not use idioms, slang or metaphors. 

· Avoid complex sentences. 

· Avoid metaphors. 

· Avoid words with more than one meaning. 

· Finally, review any translation before sending it to another person.

Recommendations:

It is the recommendation of New England Interactive that the Portal Review Committee, working in conjunction with the IRMB create a set of guidelines for any RI Government Sites that wish to add a translation feature to content.

These guidelines should be based on the following principles and take into consideration costs, necessity of translation and accuracy of information.

· Is the content general enough for MT?

· Can the content be recomposed to make it more suitable for MT?

· What liabilities could be incurred should the documentation be mistranslated?

· Should the content be reviewed before publication if translated with MT?

· What type of disclaimer should be drafted as the introduction text to MT and how should it be presented in the content?
· Are there any funds (grants etc…) to help underwrite the costs of direct or computer aided translation.
· How dynamic is the content (i.e. how often is it changed)?
· What translated resources are already available for the content?
Available Technologies 

The following companies all provide MT services and which could be integrated into our present IT structure. (Text is from vendors site.)

These applications vary from enterprise solutions (MT software installed directly on servers) to third party hosted solutions where pages are translated on the fly and often presented with the header of the third party.

While no direct comparison information could be obtained it is our recommendation that should the State feel strongly that MT is an essential part of their overall web startogy that the process of evaluating vendors be made part of their ongoing IT architecture plan.

Systran

Systran is the Pioneer and Recognized leader in the development of natural language translation software. http://translationsoftware4u.com/index.html
ScanSoft, Inc.

ScanSoft, Inc. is the leading supplier of speech and imaging solutions that are used to automate a wide range of manual processes - increasing productivity, reducing costs and improving customer service. http://www.lhsl.com/

Sakhr

Sakhr is the world leader in Arabic language processing technology. http://www.sakhrsoft.com/
SDL's Enterprise Translation Server™ 

Leads the industry in functionality, speed and value for quick access to high-quality translations. http://www.sdlintl.com/home.htm
WebSphere Transaction Server & Tools

Provides the products and offerings needed to integrate traditional core assets into a new technology infrastructure. It updates existing systems and leverages applications by transforming them into e-business components that can result in a new integrated e-business solution

http://www-306.ibm.com/software/info1/websphere/index.jsp?tab=products/transactionserver

Web based services:

AltaVista Babel Fish

With Babel Fish your users can translate passages of text or entire Web pages among nine languages, or they can quickly translate your page into their language of choice.
http://world.altavista.com/
WorldLingo

WorldLingo brings you the perfect solution for fast, efficient and cost effective web site translation. The Instant Web Site Translator is a turnkey Machine Translation solution that gives you the ability to provide your cutomers with speedy multilingual translations in seconds. One simple click allows a non-English speaking visitor to view your site in their own language.

http://www.worldlingo.com
SDL's Free Translation Tools

Allow your visitors to translate text or web pages directly from your website by adding one of our applets.

http://www.freetranslation.com/
Translation Experts

Translation Experts Limited is a company dedicated to the provision of products and services that bridge language barriers. 

http://www.tranexp.com/win/WordTran.htm
Sites for More Information

MACHINE TRANSLATION: An Introductory Guide http://www.essex.ac.uk/linguistics/clmt/MTbook/HTML/node2.html
Center for Machine Translation at the Carnegie Mellon University 
http://www.lti.cs.cmu.edu/Research/CMT-home.html
European Association for Machine Translation (EAMT) 
http://www.eamt.org/
Asia-Pacific Association for Machine Translation (AAMT) 
http://www.isi.edu/natural-language/organizations/AMTA.html
Association for Machine Translation in the Americas (AMTA) 
http://www.isi.edu/natural-language/organizations/AMTA.html
Machine Translation Timeline

(From http://www.wired.com/wired/archive/8.05/timeline.html)

1629 René Descartes proposes a universal language, with equivalent ideas in different tongues sharing one symbol.

1933 Russian Petr Smirnov- Troyanskii patents a device for transforming word-root sequences into their other-language equivalents.

1939 Bell Labs demonstrates the first electronic speech-synthesizing device at the New York World's Fair.

1949 Warren Weaver, director of the Rockefeller Foundation's natural sciences division, drafts a memorandum for peer review outlining the prospects of machine translation (MT).

1952 Yehoshua Bar-Hillel, MIT's first full-time MT researcher, organizes the maiden MT conference.

1954 First public demo of computer translation at Georgetown University: 49 Russian sentences are translated into English using a 250-word vocabulary and 6 grammar rules.

1960 Bar-Hillel publishes his report arguing that fully automatic and accurate translation systems are, in principle, impossible.

1964 The National Academy of Sciences creates the Automatic Language Processing Advisory Committee (Alpac) to study MT's feasibility.

1966 Alpac publishes a report on MT concluding that years of research haven't produced useful results. The outcome is a halt in federal funding for machine translation R&D.

1967 L. E. Baum and colleagues at the Institute for Defense Analyses (IDA) in Princeton, New Jersey, develop hidden Markov models, the mathematical backbone of continuous-speech recognition.

1968 Peter Toma, a former Georgetown University linguist, starts one of the first MT companies, Language Automated Translation System and Electronic Communications (Latsec).

1969 In Middletown, New York, Charles Byrne and Bernard Scott found Logos to develop MT systems.

1978 Arpa's Network Speech Compression (NSC) project transmits the first spoken words over the Internet.

1982 Janet and Jim Baker found Newton, Massachusetts-based Dragon Systems.

1983 The Automated Language Processing System (ALPS) is the first MT software for a microcomputer.

1985 Darpa launches its speech recognition program.

1986 Japan launches the ATR Interpreting Telecommunication Research Laboratories (ATR-ITL) to study multilingual speech translation.

1987 In Belgium, Jo Lernout and Pol Hauspie found Lernout & Hauspie.

1988 Researchers at IBM's Thomas J. Watson Research Center revive statistical MT methods that equate parallel texts, then calculate the probabilities that words in one version will correspond to words in another.

1990 Dragon Systems releases its 30,000-word-strong DragonDictate, the first retailed speech-to-text system for general-purpose dictation on PCs.

Darpa launches its Spoken Language Systems (SLS) program to develop apps for voice-activated human-machine interaction.

1991 The first translator-dedicated workstations appear, including STAR's Transit, IBM's TranslationManager, Canadian Translation Services' PTT, and Eurolang's Optimizer.

1992 ATR-ITL founds the Consortium for Speech Translation Advanced Research (C-STAR), which gives the first public demo of phone translation between English, German, and Japanese.

1993 The German-funded Verbmobil project gets under way. Researchers focus on portable systems for face-to-face English-language business negotiations in German and Japanese.

BBN Technologies demonstrates the first off-the-shelf MT workstation for real-time, large-vocabulary (20,000 words), speaker-independent, continuous-speech-recognition software.

1994 Free Systran machine translation is available in select CompuServe chat forums.

1997 AltaVista's Babel Fish offers real-time Systran translation on the Web.

Dragon Systems' NaturallySpeaking and IBM's ViaVoice are the first large-vocabulary continuous-speech-recognition products for PCs.

Parlance Corporation, a BBN Technologies spin-off, releases Name Connector, the first large-vocabulary internal switchboard that routes phone calls by hearing a spoken name.

1999 A televised newscast is automatically transcribed with 85 percent accuracy.

Logos releases e.Sense Enterprise Translation, the first Web-enabled multiple translator operating from a single server.

IBM releases ViaVoice for the Macintosh, the first continuous-speech-recognition Mac software.

Kevin Knight, of the University of Southern California's Information Sciences Institute (ISI), leads a multi-university team that develops Egypt, a software toolkit for building statistical MT systems. Egypt examines bilingual texts for statistical relationships, analyzes those patterns, and applies what it has "learned" to its translation functions.

2000 At MIT's Lincoln Laboratory, Young-Suk Lee and Clifford Weinstein demonstrate an advanced Korean-English speech-to-speech translation-system prototype.

USC's ISI performs backward machine-transliterations of proper nouns, which are replaced with phonetic approximations.Southern California translates to "Janoub Kalyfornya" in Arabic.

2001 Carnegie Mellon University's Language Technologies Institute (LTI), led by Jaime Carbonell, constructs speech-to-speech translation for "small" languages like Croatian or Mapudungun, spoken by Mapuches in Chile.

USC biomedical engineers Theodore Berger and Jim-Shih Liaw create a new Berger-Liaw Neural Network Speech Recognition System (SRS) that understands spoken languages better than humans do. Ford says the technology will be incorporated into its cars to facilitate communication at fast-food drive-thrus.

2002 NowHear offers an agent-based newsreader device that translates articles from thousands of publications worldwide, delivering them as MP3 audio files.

